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Presenter Notes
Presentation Notes
The goal of this module is to provide an introduction to spatial modeling. 

We will discuss both liberal and conservative modeling methods.

We will end with a more conceptual discussion of more advanced modeling methods. 
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Modifiable Areal Unit Problem 
(MAUP) and the Ecological Fallacy
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A challenge that occurs during the spatial analysis of aggregated 
data in which the results differ when the same analysis is applied to 
the same data, but different aggregation schemes are used. 

MAUP takes two forms: the scale effect and the zone effect

What is the modifiable areal unit problem (MAUP)?
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Presenter Notes
Presentation Notes
Before we begin, I will provide a discussion of some issues that may impact the spatial analyses that we perform and the spatial models we create.

We will begin with the modifiable area unit problem or MAUP. This is a challenge that occurs during the spatial analysis of aggregated data in which the results differ when the same analysis is applied to the same data, but different aggregation schemes are used. MAUP takes two forms: the scale effect and the zone effect. 





Openshaw (1984)

“The areal units (zonal objects) used in many geographical studies are 
arbitrary, modifiable, and subject to the whims and fancies of whoever 
is doing, or did, the aggregating.“

Example: Gerrymandering

Modifiable Areal Unit Problem (MAUP)
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Presentation Notes
Here is a definition of MAUP after Openshaw (1984): 

“The areal units (zonal objects) used in many geographical studies are arbitrary, modifiable, and subject to the whims and fancies of whoever is doing, or did, the aggregating.“

A good example is Gerrymandering, where voting districts are altered to increase the likelihood of the desired outcome. 




The scale effect suggest that analyses will 
exhibit different results when the same 
analysis is applied to the same data, but the 
scale of aggregation is changed.

For example, analyses using data aggregated 
by county will differ from analyses using data 
aggregated by census tract. Often this 
differences in results are valid: each analysis 
asks a different question because each 
evaluates the data from a different perspective 
(different scale).

Take home: It is important to consider the 
scale of your analysis and your aggregating 
units because you are addressing your 
question at that specific aggregation scale

Scale Effect
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Presentation Notes
The scale effect suggest that analyses will exhibit different results when the same analysis is applied to the same data, but the scale of aggregation is changed.

For example, an analysis using data aggregated by county will differ from an analysis using data aggregated by census tract. 

Often these differences in results are valid: each analysis asks a different question because each evaluates the data from a different perspective or scale.

So, scale of aggregation is an important component of any analysis that should be thought through and not ignored. 

It is important to consider the scale of your analysis and your aggregating units because you are addressing your question at that specific aggregation scale.




The zone effect is observed 
when the scale of analysis is 
fixed, but the shape or position 
of the aggregation units change. 

For example, an analyses using 
data aggregated into one-mile 
grid cells will differ from an 
analysis using one-mile hexagon 
cells. 

The zone effect is a problem 
because it is an analysis, at least 
in part, of the aggregation 
scheme rather than the data 
itself.

Zone Effect
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Presentation Notes
The second component of MAUP is the zone effect. 

The zone effect is observed when the scale of analysis is fixed, but the shape or position of the aggregation units is altered. 

For example, analysis using data aggregated into one-mile grid cells will differ from analysis using one-mile hexagon cells. 

In the example provided, we may see a different outcome simply because the rectangular grid was shifted relative to the blue polygon, even though the sizes are the same. 

The zone effect is a problem because it is an analysis, at least in part, of the aggregation scheme rather than the data itself.




Patterns can vary across space

Observations or correlations noted at one location may not be true at 
other locations

Samples may be correlated based on their proximity to each other in 
space

Spatial Heterogeneity/Spatial Autocorrelation
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Presentation Notes
Patterns can vary over space. This is the concept of spatial heterogeneity.

Observations or correlations noted at one location may not be true at other locations. 

So, findings for certain geographic areas may not translate or should not necessarily be applied or assumed at other locations. 

Samples may be correlated based on their proximity to each other in space, or spatial autocorrelation may be present. For example, you would expect average annual precipitation to be more similar for two adjacent counties than counties separated by a great distance. It is generally not safe to assume that samples collected over map space are independent of each other. Some methods assume samples are independent, so this may be an issue. 




The assumption that an individual from a specific group or area 
will exhibit a trait that is predominant in the group as a whole

Ecological Fallacy
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Presentation Notes
The ecological fallacy relates to assuming that an individual from a specific group or area will exhibit a trait that is predominant in the group as a whole.

For example, you should not assume that everyone in your neighborhood likes pizza just because the general trend is that your neighbors enjoy pizza. 

You should not extrapolate from the population to the individual. 



Observed patterns and correlations may change over time

Observations near in time tend to be more similar than observations 
that are further apart in time

Temporal Heterogeneity/Temporal Autocorrelation
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Patterns can also change through time. Think about seasonal patterns or changes in the climate or landscape over longer time frames. Observations made at a certain time may not hold true in the past or the future. 

There can also be a correlation of data through time. For example, you would expect that the temperature five minutes from now is more likely to be similar to the current temperature than the temperature in three weeks. 

Many statistical tests assume data points are independent. So, temporal autocorrelation or spatial autocorrelation can be an issue. 



1. Scale matters

2. Can’t assume patterns are consistent over space

3. Do not extrapolate from the population to the individual

4. Do not assume that measures, patterns, or results will be consistent 
over time

5. Do not assume that samples collected over space are independent

Practical Considerations
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Presentation Notes
How do we practically address or consider these concerns when conducting spatial analysis or making models? Here are some thoughts. 

First, scale matters. Think about what scale is most appropriate for your analysis. It might be a good idea to aggregate your data at multiple scales to explore how the patterns observed and the results obtained may vary. 

Be careful not to assume that patterns and results observed at one location will hold at other locations. It might be necessary to conduct an analysis in other locations to see if the results hold or are transferable. 

Also, do not assume that there is no spatial autocorrelation in your data or that your samples or measures are purely independent. It may be necessary or valuable to consider the impacts of spatial autocorrelation. 

You should also not assume that the general or average characteristics of a population hold for individuals in that population. Do not extrapolate from the population to the individual. 

Do not assume that measures, patterns, or results are stationary or consistent over time. If change over time is important, you may need to include a temporal analysis in your study. 








Overview of Modeling
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A simplified representation of a 
phenomenon or a system

What is a model?

Strager, M.P., J.M. Strager, J.S. Evans, J.K. Dunscomb, B.J. Kreps, and 
A.E. Maxwell, 2015. Combining a spatial model and demand forecasts to 
map future surface coal mining in Appalachia, PLoS ONE. 12

Presenter Notes
Presentation Notes
Models are a simplified representation of a phenomenon or a system. 

Modeling is different from mapping. With mapping, we are generally recording or documenting what is there. 

In contrast, models are generally used to make predictions about occurrence or what will happen in the future. 

For example, we can’t map the weather in five days because we don’t know what it will be. 

However, we can predict what the weather may be like in five days. So, this is a model. 

The example provided shows a model that predicts the likelihood of coal surface mine expansion in the mid-Atlantic Region of the eastern United States. 





“Essentially, all models are wrong, but some are useful.”
-Statistician George Box

What is a model?
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Presentation Notes
It should be noted that, since models are predictions, they all have inherent error.  However, just because a model contains some error does not mean it will not be useful for us to make a prediction or informed decision. 

Even though weather predictions have some error, they are still useful to help you make plans, such as how to dress or when to ride your bike to work. 

As stated by the statistician George Box, “Essentially, all models are wrong, but some are useful.”




Static = does not change with time

Dynamic = changes with time

Static vs. Dynamic Models

https://www.youtube.com/watch?v=x1SgmFa0r04
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Static models are models that do not change with time whereas models that change with time are dynamic. 

For example, a model of animal habitat could be a static model if only a single or static prediction is made.

Weather models are often dynamic, since they change throughout the time period predicted by the forecast. 

This slide provides a link to a model that shows changes in carbon dioxide concentration over time. This would be a dynamic model because it changes with time. 



https://www.youtube.com/watch?v=x1SgmFa0r04


Conservative = binary, 1/0, yes/no

Liberal = represents gray levels

Conservative vs. Liberal Models

15

Presenter Notes
Presentation Notes
Conservative models generally provide a binary or yes/no output. 

For example, a site is deemed to be suitable or not suitable. A site can not be partially suitable. 

In contrast, liberal models can represent gray levels. 

For example, an index can be calculated to assess the degree to which a site is suitable for a specific purpose. 



Deterministic = does not incorporate randomness

Stochastic = does incorporate randomness

Deterministic vs. Stochastic
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Presentation Notes
Deterministic models do not incorporate randomness whereas stochastic models have a random component. 

Deterministic models, if given the same data, will always generate the same results whereas stochastic models may generate different results even given the same data. 

An example of a deterministic model is linear regression. If given the same inputs, the same equation will be generated each time. 

In contrast, many machine learning methods would be described as stochastic since there is a random component. 



Deductive = conclusion derived 
from a set of premises (general 
specific)

Inductive = conclusion derived 
from empirical data and 
observations (specific  general)

Deductive vs. Inductive

17

Presenter Notes
Presentation Notes
Models can also be deductive or inductive. 

Deductive methods use general premises to derive or come to a specific conclusion whereas inductive models use empirical data and observations to derive a general premise from the specific data. 

The scientific method makes use of deductive reasoning. If these general premises are true, then this specific thing should happen. 

Sherlock Holmes uses inductive reasoning. Based on specific observations, he concludes who the culprit is. 



Modeling Example: Land Cover Classification
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Presenter Notes
Presentation Notes
Here, I will provide a few examples of uses of modeling in the geospatial sciences. 
�One example use of modeling in the geospatial sciences is land cover mapping. 

The goal here is to determine the land cover types that occur across a landscape using their signatures within image data. 




Modeling Example: Land Cover Classification

Maxwell, A.E., and T.A. Warner, 2015. Differentiating mine-
reclaimed grasslands from spectrally similar land cover using 
terrain variables and object-based machine learning classification, 
International Journal of Remote Sensing. 19

Presenter Notes
Presentation Notes
This slide shows another land cover classification model where mine-reclaimed grasslands are differentiated from other grasslands. 




Modeling Example: Wetland Probability

Maxwell, A.E., T.A. Warner, and M.P. Strager, 2016. Predicting 
palustrine wetland probability using random forest machine 
learning and digital elevation data-derived terrain variables, 
Photogrammetric Engineering & Remote Sensing.
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This slide shows another modeling result in which the probability or likelihood of wetland occurrence is predicted. 




Model Example: Pest Risk Mapping (Emerald Ash Borer)

https://www.mda.state.mn.us/
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As yet another example, this model predicts the risk of an Emerald Ash Borer pest outbreak across Minnesota. 


https://www.mda.state.mn.us/


Model Example: Mine Expansion

Strager, M.P., J.M. Strager, J.S. Evans, J.K. Dunscomb, B.J. Kreps, and 
A.E. Maxwell, 2015. Combining a spatial model and demand forecasts to 
map future surface coal mining in Appalachia, PLoS ONE.
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Lastly, this slide shows the modeling output for predicting the likelihood of mine expansion discussed earlier. 




Conservative Models
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Example from Mike and Jackie Strager

Vector Overlay
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We will now discuss conservative modeling methods. We have already discussed many tools used to produce these models while discussing vector and raster analysis. 

In this example, the goal is to predict areas of emergent wetlands that could be impacted by potential highway construction. 

This involves selecting only emergent wetlands from all wetlands, buffering the proposed highway by a defined distance, clipping out the emergent wetlands occurring within this buffer, then summarizing the wetland area. 

The power of the spatial analysis techniques that we have discussed is the ability to combine them to solve more complex problems.




Dissolve

Buffer

Clip

Intersect

Union

Spatial Query

Table Query

Etc.

Vector Overlay Tools
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Presentation Notes
This slide lists some tools that are commonly used to perform vector overlay. 



Example from Mike and Jackie Strager

Raster Overlay

Land cover

Coniferous

Elevation

Habitat = coniferous forested areas over 1,000 meters in elevation
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Raster analysis techniques can also be used to created models. 

In the example provided here, Northern Flying Squirrel habitat is defined as conifer forests over 1,000 meters in elevation. 

Using an elevation dataset and raster math or reclassification, a binary surface can be generated as not conifer forest and conifer forest. 

Elevations above 1,000 meters can be determined from a digital elevation model also using raster math. 

These two surfaces can then be multiplied together to find all areas that are both conifer forests and above 1,000 meters. 




Raster Overlay

X =

Elevation > 800 mForest
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Here is another example where potential habitats are defined as forested areas above 800 meters in elevation. By multiplying the two binary surfaces, it is possible to find cells that are both forested and above 800 meters in elevation. 



Raster Overlay Tools
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Presentation Notes
Raster Calculator and Reclassify are commonly used in raster overlay analysis. 



Binary output may not be optimal or appropriate

Difficult to assign thresholds/cut-offs

Error can compound

Limitations
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Presentation Notes
All modeling methods have some limitations, and conservative modeling using vector and raster overlay is no exception. 

First, a binary or yes/no output may not be a desired, optimal, or adequate result. �
It is also sometimes difficult to assign thresholds. For example, how do you know what distances from roads or elevations are appropriate?

Also, errors in the input data, such as misclassifications or outdated data, can compound in complex and nonlinear ways in the output, and this can be difficult to quantify. 



ArcGIS ModelBuilder
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Allows you to combine analysis 
tasks and tools into a single 
process chain 

Graphical interface

No coding required

Uses of ModelBuilder
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Presentation Notes
ModelBuilder is a valuable tool for performing vector overlay, raster overlay, and spatial analysis in general, especially if the analysis requires many steps. 

This tool allows you to combine analysis tasks and tools into a single process chain using a graphical interface. No coding is required. 

Although we will discuss The ArcGIS ModelBuilder here, it should be noted that many geospatial software tools include a graphical modeling environment. For example, a graphical modeler is included with QGIS. 



Input variables and data

Input parameters

Tools 

Intermediate outputs

Final outputs

Python scripts

Other models

Tables

Iterators

Etc.

Components of ModelBuilder
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Presentation Notes
Many components can be included in a model. We will discuss some of those components here. 



Components of ModelBuilder

Input Tool Output
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Presenter Notes
Presentation Notes
Blue ellipses indicate input data or parameters. 

Yellow rounded rectangles show processes.

Green ellipses indicate intermediate and final outputs. 



For, While, Iterate Feature 
Selection, Iterate Row Selection, 
Iterate Field Values, Iterate 
Multivalues, Iterate Datasets, 
Iterate Feature Classes, Iterate 
Files, Iterate Rasters, Iterate 
Tables, Iterate Workspaces

Iterators

http://pro.arcgis.com/en/pro-
app/help/analysis/geoprocessing/modelbuilder/iterators-
for-looping.htm 34

Presenter Notes
Presentation Notes
Iterators can be used to iterate through rows in a table, datasets, feature classes, files, raster datasets, and tables, among other features. 

This functionality can be used to perform the same task over many data layers. For example, you could complete a series of steps for all shapefiles in a folder or feature classes in a geodatabase. 

This can be a very easy and efficient way to process large volumes of data. 

http://pro.arcgis.com/en/pro-app/help/analysis/geoprocessing/modelbuilder/iterators-for-looping.htm


ModelBuilder Tools
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The ModelBuilder Tab in ArcGIS Pro provides access to a variety of tools and options for working with models as described here. 



Models are saved inside of a Toolbox

Saving a Model
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Models must be saved inside of a Toolbox. They cannot be saved in a file folder.



Must specify user-defined parameters

May want to rename inputs and outputs

Creating a Tool from a Model
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Presenter Notes
Presentation Notes
If you would like to share your models with others, it would be nice if they could run the model as a standard tool as opposed to editing the model. This will not require any knowledge of ModelBuilder. 

This can be accomplished by defining user-defined parameters, providing meaningful parameter names, and producing help and properties for the model. The Toolbox containing the model can then be shared with others. 
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Video: ArcGIS ModelBuilder



Weighted Overlay

39



Used to create liberal models

Overall Score = [Criteria Score 1 X Weight 1] + [Criteria Score 2 X Weight 
2] + [Criteria Score 3 X Weight 3] + [Criteria Score 4 X Weight 4] + 
[Criteria Score 5 X Weight 5] + ……………………….

Overview of Weighted Overlay
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A common method used to perform liberal modeling is weighted overlay. 

Using this method, weighted scored criteria are combined to produce a suitability or ranked index.



1. Define the overall problem or goal
What are you ranking?
What is the required result?

2. Determine evaluation criteria 

3. Find spatial data that represent your criteria

4. Determine scoring within criteria

5. Determine weights for individual criteria

6. Calculate result

7. Evaluate and present results

Steps in Weighted Overlay
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These are the general steps in performing weighted overlay. 

First, you must define the overall problem or goal. This is key, as a well defined goal will yield a more meaningful and useful result. For example, if you are modeling animal habitat, what do you mean by habitat? If you are mapping suitable locations to build a new industrial park, what do you mean by suitable? Clearly defining the problem will allow you to produce a result that is usable and informative. 

You will then need to define the evaluation criteria. What factors are important for modeling the problem? For example, if you are trying to map animal habitat, what factors impact whether the specific animal will occupy an area? Does elevation matter? How about land cover?

Once you have decided what criteria are important, you will need to find spatial data that represent the criteria. Since your goal is to make a prediction over a defined spatial extent, you must find data that cover this extent or are spatially complete. 

You will then need to define the scores. What values indicate suitability? For example, does this species occupy high elevations or low elevations?

Since not all criteria will be of the same importance, you will then need to define weights to approximate the relative influence. 

You are then ready to produce the model. 

Once the model is produced, you need to evaluate and present the results. 

This process is often iterative. So, after evaluating the product and getting feedback, you may need to update the model. 



1. What is the goal?

2. How will the model be used?

3. Who will use the model?

4. Does your model meet the need?

It is important to consider:
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Again, when performing a weighted overlay it is important that you clearly define the problem and what you are trying to estimate. 

What is the goal? 

How will the model be used?

Who will use the model?

Does the model meet the need?



Land cover/land use
Landscape patterns
Land ownership
Human Infrastructure
Structures
Roads
Utilities
Airports
Etc.
Distance from X
Density of X

Soil characteristics
Terrain characteristics
Elevation
 Slope
Aspect
 Slope position
Etc.
Climate considerations
Temperature
Rainfall
Etc.
Surface hydrology
Etc.

Defining Criteria

Based on:
Expert knowledge
 Stakeholder preferences
Consult the literature
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A wide variety of criteria can be considered, so this can be a bit daunting. This slide provides a list of some common factors considered. 

How do you decide on appropriate criteria? 

This is generally accomplished by consulting with experts and stakeholders. You can also reference professional and scientific literature. 

You should be able to justify what criteria you used and why. 



1. Is the dataset available?

2. Is the dataset of adequate quality?

3. Is the dataset spatial or can it be made spatial? Can criteria be 
interpreted into spatial and quantifiable variables?

4. What is the spatial resolution?

5. Is it up to date?

Data Considerations
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When defining your criteria it is important to do so critically. 

First, a variable will be of little value if there is no  dataset available to describe it. For example, if you are interested in including forest types in your model, but no forest classification is available, then this variable cannot be included. It may take some digging to find suitable data. 

If you find data to represent a variable, is it of adequate quality? Including data that are suspect, uncertain, inaccurate, or imprecise can potentially reduce the quality of the model. So, it might be best to simply not include it. 

Since your goal is to make a prediction over a map space, all variables must be spatial or you must be able to convert them into spatial data. For example, if you are trying to predict the habitat of a tree species and the literature suggests that it grows “on ridges,” you must be able to create a variable that differentiates ridges or provides some measure of ridge vs. valley. 

The spatial resolution of the data can be of concern. Since you are likely to use a variety of inputs, it is a common issue that the spatial resolution of the inputs will vary. For example, you may want to include an estimate of mean annual precipitation. However, all the available data may be too coarse compared to your other datasets or to meet your needs. 

Lastly, the timeliness of the data may be important, especially for factors that can change rapidly, such as demographics or residential development. This may be less of an issue for factors that tend to be fairly constant or change very slowly, such as geologic conditions. 



What values are most suitable? Least 
suitable?

Methods

Discrete = Yes/No, 1/0, binary

Ranges = Break into ranges

Continuous = Linear increasing, linear 
decreasing, something more complex

It is important that all criteria are scored on 
the same scale

Defining Scores

𝑋𝑋𝑖𝑖 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑖𝑖
𝑋𝑋𝑚𝑚𝑚𝑚𝑚𝑚 − 𝑋𝑋𝑚𝑚𝑖𝑖𝑖𝑖

Distance to Towns

Distance Score
≤ 0.5 km 10

0.5 to 2 km 7
2 to 4 km 5

> 4 km 3
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Once you have developed your criteria, you will need to apply scores. 

The most suitable values will be scored high and the least suitable values will be scored low. 

All variables should be scored using the same scale, such as o to 1, 0 to 10, or 0 to 100.

There are different methods available for apply scores. 

Discrete scores are used when there are only two options: the values are suitable, or they are not suitable, similar to conservative modeling.

A specific score can be assigned to a range of values, as demonstrated in the provided table. Different ranges of distance from towns are scored using four discrete bins. 

Lastly, data can also be scored continuously. For example, as demonstrated in the provided equation, the minimum value can be subtracted from the current value then divided by the range. This will rescale the data from 0 to 1, where 0 indicates least suitable and 1 indicates most suitable. If you would like to invert this, so that low values are more suitable and high values are less suitable, you can simply subtract the result from 1. There are other more complex functions that can be applied to rescale data. 



Defining Scores

Example from Mike and Jackie Strager
46

What values are most suitable? Least 
suitable?

Methods

Discrete = Yes/No, 1/0, binary

Ranges = Break into ranges

Continuous = Linear increasing, linear 
decreasing, something more complex

It is important that all criteria are 
scored on the same scale

Presenter Notes
Presentation Notes
This slide provides an example of discrete and continuous scoring. 

The bedrock geology is scaled discretely: the unit either has coal or it does not. 

In the second example, distance from roads is scored continuously. First, a Euclidean distance grid is generated. Next a function is applied in which moderate values are scored high, or are most suitable, and low or high values are scored low, or are least suitable. The data are rescaled from 0 to 1.

Again, it is important that all criteria are scored using the same scale. 



What values are most important?
Based on:
1. Best judgement
2. Expert knowledge
3. Literature
4. Stakeholder preference (surveys)

Note: There are statistical methods to determine if multiple stakeholders value 
the same criteria similarly

Defining Weights
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Once the data have been scored, you then need to define weights.

Weights are generally determined based on best judgement, expert knowledge, professional literature, academic literature, or stakeholder preferences. 

Stakeholder preferences can be gauged using surveys. Note that there are statistical methods to determine if multiple stakeholders value the same criteria similarly; however, this is outside the scope of our discussion. 



Overall Score = [Criteria Score 1 X Weight 1] + [Criteria Score 2 X Weight 
2] + [Criteria Score 3 X Weight 3] + [Criteria Score 4 X Weight 4] + 
[Criteria Score 5 X Weight 5] + ……………………….

Calculating the Model: Raster Calculator
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Once you have fully defined your goal, determined your criteria, created scored grids, and defined weights, you are ready to create your model. This can be accomplished using raster math. Each criterion will need to be multiplied by its weight then the results will be added. 

This will create an index score where high values indicate the best or most suitable locations and low values indicate the least suitable locations. 

Since this is simply an index, it is unitless. 



Provide scored grids

Define % of influence 
for each criterion

Sum of influence must 
by 100%

Can define the scale of 
the output

Calculating the Model: Weighted Overlay Tool
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Presentation Notes
ArcGIS Pro also provides a weighted overlay tool. This tool requires scored grids and defined percent of influence for each criterion to specify the weight. 

The percent of influence must sum to 100%.

The output can also be rescaled using different ranges. 



Criteria (C) Scoring for criterion (C) Weight of criterion 
(W) Score for Site “X”

1. Distance to 
nearest interstate

10 

5

1

within 1 mile

within 5 miles

within 10 miles 10
5 X 10 = 50

2. Distance to 
nearest airport

10

5

1

within 10 mile

within 50 miles

within 100 miles 15
10 X 15 = 150

3. Population in 
community

10

5

1

> 10,000

5,000 to 9,999

< 5,000 5
1 X 5 = 5

Calculating the Model

Overall score for site = sum( (C1)(W1) + (C2)(W2) + (C3)(W3) )= (50 + 15+5) = 205

Example from Mike and Jackie Strager 50

Presenter Notes
Presentation Notes
Here is an example of weighted overlay. Three criteria are defined: Distance to nearest interstate, distance to nearest airport, and population in community. 

Each are scored using ranges on a scale of 1 to 10. Being nearer to interstates and airports is preferred. Higher population in the community is preferred. 

Distance to airports is weighted highest followed by distance to interstates. The population in the community is least important.

The values highlighted in red are the results for a certain location. By multiplying each score by the associated weight then adding them, we can obtain a unitless index value. 
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Video: Weighted Overlay



How do you know if your model makes sense?
Not always easy to do in a quantitative/statistical manner
Visual assessment
Present to:
Experts
Stakeholders
Public
Solicit feedback
Sources of uncertainty and error should be made known

Model Validation
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Once a model is produced, it will need to be evaluated. 

This is generally done based on both qualitative and quantitative methods. 

Models can be assessed visually. Does the map output make sense?

It should be presented to experts, stakeholders, and the public to solicit feedback. Again, this will generally be an iterative process where feedback is integrated to improve the results. 

The methods should be well documented. Any sources of uncertainty or error should be made known. 

One limitation of weighted overlay is that it is often difficult to statistically or quantitatively assess the output since validation data may not be available. 




How does your model change when varying scores/weights?

How does your model change with changes in criteria?

How does your model change with data source choice?

Sensitivity Analysis
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Presenter Notes
Presentation Notes
Another component of model validation is sensitivity analysis. 

The goal of sensitivity analysis is to determine how sensitive a model is to inputs and parameters, such as scores, weights, input criteria, and data sources. 

A model is considered to be sensitive to a specific input or parameter if changing it has a large impact on the output. 

For example, if changing the weights only slightly produces a very different output, then the model is sensitive to the weights. 



Used to obtain 
statistics for a 
continuous raster grid 
within an area or zone 
as defined by another 
raster or a polygon 
vector layer

Can obtain results as a 
raster surface for a 
single statistic 

Summarize Model: Zonal Statistics

Elevation range by county
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Presenter Notes
Presentation Notes
You may also need to summarize or generalize your data relative to geographic extents or zones. 

For example, you may want to know what county had the highest average score, as calculated from all the pixels in the county. This could be accomplished with zonal statistics. 



Used to obtain statistics for a 
continuous raster within an 
area or zone as defined by 
another raster or a polygon 
vector layer
Can obtain multiple statistics 

as a table (mean, majority, 
maximum, median, 
minimum, minority, range, 
standard deviation, sum, and 
variety)
Can use table join to join the 

results back to the zone data

Summarize Model: Zonal Statistics as Table

Elevation statistics by county
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Presenter Notes
Presentation Notes
You could also obtain the summary statistics as a table. 



You can bin your output
Not suitable
Moderately suitable
Highly suitable

Model Generalization
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Presenter Notes
Presentation Notes
Instead of using the raw index scores, you may want to rescale them or to group them. 

It is common to define ranges of index scores to represent different levels of suitability. 

This can be accomplished using raster reclassification. 



Used to obtain areas 
for categories in a 
categorical raster 
within an area or 
zone as defined by 
another raster or 
polygon vector layer

Areas will be in 
square map units

Can use table join to 
join the results back 
to the zone data

Summarize Model: Tabulate Area

Area of land cover by county
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Presenter Notes
Presentation Notes
If the suitability indexes are grouped or classified, they can be summarized using Tabulate Area. 



Error can compound

Difficulty determining scores

Difficulty determining weights

Difficulty with assessment

Limitations

58

Presenter Notes
Presentation Notes
As with any modeling technique, there are limitations to weighted overlay. 

For example, input datasets will have some uncertainty or error, and this uncertainty or error can compound in complex and nonlinear ways. However, this is not an issue unique to weighted overlay. 

It can be difficult to define and justify weights and scores. 

Lastly, these models can be difficult to assess, especially using statistical or quantitative methods. 

Although there are limitations, weighted overlay is still a very powerful and useful technique that has a wide variety of applications. 



Advanced Modeling

59



Logistic regression

Maximum likelihood

Parallelepiped

Minimum-Distance-to-
Means

Machine learning

Predicting a Categorical or Binary Outcome
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Presenter Notes
Presentation Notes
In this last section, I will provide a brief and general overview of more advanced modeling methods. 

The main goal here is to introduce you to some more advanced methods, such as machine learning, and how they can be applied to spatial modeling. 

Choosing an advanced modeling method to use partially depends on the type of data being predicted. For example, certain methods, as listed here, are appropriate for categorical data. 

Examples of categorical predications include land cover mapping, forest type mapping, wetland mapping, vegetation mapping, and soil type mapping. Here we are predicting nominal data. 



Supervised and Unsupervised 
classification

Example: Land Cover Classification
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Presenter Notes
Presentation Notes
As an example of categorical predictions, land cover mapping is generally preformed using one of two broad methods: supervised classification or unsupervised classification. 
�In supervised classification, the analyst must provide examples as training points or polygons. The computer then uses these examples and the image to classify the entire landscape into the provided categories. 

In unsupervised classification, the computer uses an algorithm to cluster the data into a set of categories. The analyst must then label and group the clusters into meaningful classes. 

So, both methods require user input. The difference is when user input is provided. In supervised classification, the analyst provides input as training samples up front. In contrast, the user will label the clusters at the end of the unsupervised classification process. 

Here, we will focus primarily on supervised classification methods where an algorithm is used to learn patterns presented as training data. 




Example: Land Cover Classification

https://www.tandfonline.com/
doi/full/10.1080/01431161.201
8.1433343
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Presenter Notes
Presentation Notes
Machine learning methods have been shown to be very applicable to classification problems, such as land cover mapping. 

Here is a link to an open-source review article on the use of machine learning in land cover classification. 

https://www.tandfonline.com/doi/full/10.1080/01431161.2018.1433343


Linear regression

Multiple linear regression

Polynomial regression

Machine learning

Predicting a Numeric or Continuous Outcome

Percent Canopy Cover NLCD 2011

https://www.mrlc.gov/index.php 63

Presenter Notes
Presentation Notes
It is also possible to predict continuous variables, such as interval or ratio data. 

As an example, as part of the National Land Cover Database, percent canopy cover is estimated using machine learning methods. 

A wide variety of methods are available to predict continuous variables, such as linear regression and machine learning. 

https://www.mrlc.gov/index.php


Logistic regression

Maxent

Machine learning

Predicting a Probabilistic Outcome
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Presenter Notes
Presentation Notes
You can also predict probabilities or likelihood. This is often confused with categorical predictions. 

Here, the goal is not to predict categories but to predict the likelihood that a location is in a category or could be in that category in the future. 

As examples, the maps shown here represent the likelihood of palustrine wetland occurrence and the likelihood of surface mine expansion. 



Poisson Regression

Machine Learning

Predicting Count Outcomes
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Presenter Notes
Presentation Notes
You can also predict counts. For example, an epidemiologist might be interested in predicting the number of cases of a disease that is likely to occur within a geographic extent. 



A model of a physical process
Example: Revised Universal Soil 

Loss Equation (RUSLE)

A = RKLSCP
A = Average soil loss
R = Rainfall-runoff erosivity factor
K = Soil erodibility factor
L = Slope length factor
S = Slope steepness factor
C = Crop management factor
P = Support practice factor 

Modeling Physical Processes

https://www.ars.usda.gov/southeast-area/oxford-
ms/national-sedimentation-laboratory/watershed-
physical-processes-research/docs/revised-universal-soil-
loss-equation-rusle-welcome-to-rusle-1-and-rusle-2/
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Presenter Notes
Presentation Notes
It is also possible to model a physical process using our understanding of the processes and the factors that influence it. 

For example, the Revised Universal Soil Loss Equation attempts to predict soil loss based on factors that impact it. 

https://www.ars.usda.gov/southeast-area/oxford-ms/national-sedimentation-laboratory/watershed-physical-processes-research/docs/revised-universal-soil-loss-equation-rusle-welcome-to-rusle-1-and-rusle-2/
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Empirical Models

Machine Learning = Learning from Examples (Empirical)

Learning 
algorithm

Thing you 
want to 
predict

Things that 
might help  
predict the 
new thing

New 
things to 
predict

Prediction
s

Trained Model

Presenter Notes
Presentation Notes
We will now discuss issues associated with modeling using training examples. 

Here, the goal is to provide the computer with examples and predictor variables. An algorithm or method will then be used to model the phenomenon using the examples and predictor variables. 

This model can then be used to predict a geographic area or an entire population. 

The model can be assessed using withheld validation samples. 




Spatially explicit

Representative of the 
population

Adequate number of 
samples

Adequate number of 
samples per category

Accurate

Developing Training Data
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Presenter Notes
Presentation Notes
Supervised learning requires training samples. These samples will represent examples of the classes or values you are trying to predict. 

The algorithm will then use these examples and the predictor variables at these locations to make a model that can be used to predict new locations.

I have found that the quality of the training samples has a large impact on the quality of the prediction. 

When creating training samples, they need to be spatially explicit, or you need to know where they exist in the map space. 

They also must be representative of the population. For example, if you are trying to predict where a certain tree might grow and it is known to grow on both ridges and floodplains, then you need to give the algorithms examples of known locations where the tree has been found to grow in both floodplains and along ridges. 

You need to provide an adequate number of samples and an adequate number of samples per class. The number of samples required will vary based on the complexity of the problem and the methods used. I generally try to provide as many quality training samples as possible given limitations and constraints. Collecting a large number of training samples can be difficult due to time, cost, and access constraints. 

Lastly, the data should be accurate. If the algorithm is given mislabeled or poor examples, it will have difficulty creating a useful model. Garbage in, garbage out. 



Spatially explicit

Accurately georeferenced

Accurate/precise

Timely

Adequate spatial resolution

Available

Developing Predictor Variables

Slope Position

Roughness

Dissection
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Presenter Notes
Presentation Notes
You will also need predictor variables that the algorithm can use to predict the features or values of interest. 

These will be variables that are thought or known to be correlated with the phenomenon being mapped. 

Predictor variables should be spatially explicit and accurately georeferenced. Again, your goal is generally to make a prediction across an entire geographic extent. So, you will need this information across the entire extent. 

The data should be accurate and precise. Again, garbage in, garbage out. 

The timeliness of the data may be of concern, especially for variables that can change rapidly. 

The data should be of adequate spatial resolution to obtain the desired result and in comparison to the other variables used. You may have to exclude a variable because it is too coarse. 

Lastly, the data must be available. You may find that a desired input is simply not mapped, not completely mapped, or not mapped with adequate quality. If you would prefer not to exclude it, then you may need to generate it on your own, which could be time consuming, expensive, or impractical. There are always some data and modeling limitations. 
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Developing Predictor Variables 

Jain, Anil K., Robert P. W. Duin, and Jianchang Mao. 
"Statistical pattern recognition: A review." Pattern Analysis 
and Machine Intelligence, IEEE Transactions on 22.1 
(2000): 4-37.

Hughes Phenomenon

“Curse of dimensionality”

Hughes, G.F. 1968. On the mean accuracy of statistical 
pattern recognizers. IEEE Transactions on Information 
Theory 14 (1): 55–63. doi:10.1109/TIT.1968.1054102.

Modified by a slide created by Tim Warner

Presenter Notes
Presentation Notes
It would make sense that including as much information or as many predictor variables as possible would be preferred. For example, if you are buying a car, more information will make you a more informed consumer. However, this has generally been found to not be the case in predictive modeling. This is known as the Hughes Phenomenon or Curse of Dimensionality. This suggests that adding more predictor variables can actually decrease the performance of the model. This is because even though more information is being provided, the complexity of the problem increases. 

This problem is generally more pronounced when a small training set is used, as highlighted in the provided figure from Jain et al. This is because more samples will need to be provided to deal with the complex dimensionality of the problem. 

Fortunately, some algorithms are fairly robust to this problem. Also, methods are available to reduce the number of variables or select the most useful variables. We will discuss some methods for creating new variables and selecting from existing variables in a later module. 



Unbiased

Randomized

Non-overlapping with your 
training data

Correctly proportioned

Accurate

Developing Validation Data
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Presenter Notes
Presentation Notes
Validation data must also be provided to assess the model performance and map output. 

In order to produce an unbiased estimate of the performance, the validation data must be randomized in some way. 

Also, the training and validation data should not overlap, or the same samples should not be included for both training and validation. This is because algorithms tend to do a better job at predicting the training samples as opposed to new locations, a phenomenon known as overfitting. So, including training samples as validation samples could inflate the reported performance. 

It is also recommended that training samples be correctly proportioned relative to the map. For example, if you are mapping land cover and 70% of the mapped area is forest, then 70% of the validation samples should also be forest. 

Lastly, validation data should be accurate. The goal here is to compare the map product to reference data of higher quality. It is generally assumed that no data are perfect. So, even the validation data will have some error. We try to avoid using the terms “ground truth” or “ground truthing” for this reason. 



Assessing a Categorical Prediction: Error or Confusion Matrix

72

Reference Data

Forested Pasture/
Grass Barren Cropland Developed Water Total

1 –
Commission 

Error

Classified
Data

Forested 91 8 1 11 0 2 113 81%

Pasture/
Grass 4 81 0 15 0 0 100 81%

Barren 0 0 87 2 10 2 101 86%

Cropland 3 11 0 69 0 0 83 83%

Developed 0 0 10 0 73 0 83 88%

Water 2 0 2 3 17 96 120 80%

Total 100 100 100 100 100 100

1 – Omission 
Error 91% 81% 87% 69% 73% 96%

Presenter Notes
Presentation Notes
The methods used to evaluate a model or prediction depends on the type of variable being predicted. 

For example, classifications are generally assessed using the error matrix or confusion matrix. 

Here, the classification obtained is compared to the labels from the validation or reference data. 

In the provided example, the diagonal cells shaded in gray represent correct classifications. All other cells represent misclassifications. 

From this table, it is possible to generate measures of overall accuracy and class-level accuracies. We can gain an understanding of the confusion between classes and what is causing errors in the prediction. 

If you would like to learn more about accuracy assessment with error matrices, I would suggest taking a remote sensing class. 



RMSE = √ Σ(y - ŷ)2/n

Root Mean Square Error (RMSE) will be in the units of y

Mean Square Error (MSE) = Σ(y - ŷ)2/n

Assessing a Numeric/Continuous Prediction: RMSE

73

Presenter Notes
Presentation Notes
As already mentioned in previous modules, continuous predictions can be assess using root mean square error or RMSE.

MSE, or Mean Square Error, is simply RMSE without the square root applied. RMSE will be reported in the units of the variable being predicted while MSE will be in the square of the units. 

For example, if you are predicting chemical concentration in parts per million, then RMSE will be reported in parts per million and MSE will be reported in parts per million squared. 

RMSE is generally calculated by comparing the predicted value to the value provided by the validation data. 

The values are subtracted to obtain a residual or error. The residuals are then squared, summed, then divided by the number of samples. This will provide MSE. The square root is taken to obtain RMSE. 

Lower RMSE and MSE is better. 




R2 = 𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑆𝑆𝑆𝑆𝑆𝑆 𝑜𝑜𝑜𝑜 𝑆𝑆𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑠𝑠 − 𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 𝑆𝑆𝑢𝑢𝑢𝑢 𝑜𝑜𝑜𝑜 𝑆𝑆𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞
𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 𝑆𝑆𝑆𝑆𝑆𝑆 𝑜𝑜𝑜𝑜 𝑆𝑆𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞

Total Sum of Squares = Σ(y - ȳ)2

Residual Sum of Squares = Σ(y - ŷ)2

Proportion of variance in y explained by the model

Assessing a Numeric/Continuous Prediction: R2
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Presenter Notes
Presentation Notes
Another means by which to assess continuous predictions is R2. This value represents the proportion of variance in the quantity being predicted explained by the model. 

It is generally scaled from 0 to 1. 0 indicates that no variance is explained, or this is a poor model, while 1 indicates that all variance is explained. So, higher values are better. 



When you have more than one x (multiple regression) you have to use 
adjusted R2

Adjusted R2 = 1 - (1−𝑅𝑅2)(𝑁𝑁−1)
(𝑁𝑁−𝑝𝑝−1)

N = sample size, p = number of variables

Assessing a Numeric/Continuous Prediction: Adjusted R2
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Presenter Notes
Presentation Notes
When more than one predictor variable is used, R2 must be modified to obtain adjusted R2 to deal with inflation when multiple predictor variables are included.

The equation requires altering R2 based on the sample size and number of predictor variables. 
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Other Metrics

Akaike Information Criterion (AIC)
Used for model comparisons
Based in information theory
Considers goodness of fit
Penalizes for increased number of predictor variables/model complexity
Larger value is better

Bayesian Information Criterion (BIC)
Based on Bayes’ Theorem
Considers goodness of fit
Penalizes for increased number of predictor variables/model complexity
Lower value is  better

Presenter Notes
Presentation Notes
Another option is the Akaike Information Criterion or AIC. This is a measure of the relative quality of statistical models based on information theory. It takes into account both the goodness of fit (i.e., accuracy) and the complexity of the model. Specifically, models are penalized for having a larger number of included predictor variables. AIC is generally used to compare between models and select the best performing models while also taking into account the number of predictor variables. Larger values are preferred. 

An alternative to AIC is the Bayesian Information Criterion (BIC). Similar to AIC, this method takes into account model performance while also penalizing for a large number of predictor variables. In contrast to AIC, it is based on Bayes’ Theorem, and lower values indicate a better model as opposed to larger values, which is the case for AIC. 




True Positive Rate = fraction of cases 
predicted as true that were true

False Positive Rate = fraction of cases 
predicted as true that were false
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ROC Curves

TPTN

FPFN

Decision 
Boundary

Probability

D
en
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Presenter Notes
Presentation Notes
Probabilistic predictions are commonly assessed using Receiver Operating Characteristic Curves or ROC curves. These curves compare the true positive and false positive rates. True positives represent cases predicted as true that were actually true whereas false positives are cases predicted as true that were actually false. For example, if you were trying to predict which subjects had a certain disease, the true positive rate would be the fraction of the total number of subjects that were predicted as having the disease that actually have it. In contrast, the false positive rate would be the fraction of the total number of subjects that were predicted to have the disease but did not. 

Using the terminology from the binary confusion matrix, false positive rate is equivalent to recall while false negative rate is equivalent to 1 – specificity. 



Receiver Operating Characteristic
(ROC) Curve

Plots False Positive Rate and True 
Positive Rate at all 
decision/probability thresholds

Sensitivity = True Positive Rate 
(Recall)

Specificity = 1 – False Positive Rate
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ROC Curves

Presenter Notes
Presentation Notes
The ROC curve specifically plots sensitivity, which is equivalent to recall, against specificity. Sensitivity is the true positive rate (or recall) while specificity is 1 minus the false-positive rate. The rates depend on what probability threshold is used. So, instead of performing the assessment at one threshold, assessment is performed at all thresholds to plot a continuous curve.




Area Under Curve (AUC) = area 
under ROC Curve (0-1)

Larger suggest better models

Can be used to compare models

0.90-1 = excellent (A)
0.80-0.90 = good (B)
0.70-0.80 = fair (C)
0.60-0.70 = poor (D)
0.50-0.60 = fail (F)
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ROC Curves

Presenter Notes
Presentation Notes
Using the ROC curve, the AUC, or area under the ROC curve, can be calculated. As the name implies, this is simply the area under the ROC curve. This measure is scaled from 0-1, where 1 is the entire area of the ROC graph. This is generally interpreted like a grade scale, as described on the slide. So, larger values are better. An AUC of 0.5 indicates that your model is not doing better than simply taking a random guess. 

Since many algorithms generate class probabilities as a means to obtain the hard classification, ROC curves and the AUC measure are sometimes used to assess classification models. This is especially true for binary classifications. However, a multiclass version of the ROC curve can be generated, and a multiclass AUC can be calculated. 




1. World is inherently complex

2. Data are not perfect

3. There are always errors in 
predictions

4. Spatial heterogeneity

5. Spatial aggregation

6. MAUP

Modeling Limitations
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Presenter Notes
Presentation Notes
There are always limitations when performing modeling. 

First, the world is inherently complex, and it is not possible to fully describe all this complexity. All models are simplifications of reality.

The training data, predictor variables, and validation data we use will never be perfect. All data have some uncertainty or error. 

So, there will always be some errors in our models. However, this does not mean that they aren’t useful. 

Remember, all models are wrong, but some are useful.

When making models in geographic space, there are added complexities, such as spatial aggregation, spatial heterogeneity, and the modifiable areal unit problem. 



Future of Modeling

https://global-surface-water.appspot.com/

https://www.youtube.com/watch?v=KqyKXUMPHg8
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Presenter Notes
Presentation Notes
Modeling and spatial modeling specifically are constantly evolving. 

Advancements such as big data, parallel computing, cloud computing, data mining, machine learning, artificial intelligence, and deep learning are rapidly changing how we conduct modeling in the geospatial sciences. 

As an example, researchers have started producing global scale models at the Landsat-scale using cloud computing platforms, such as Google Earth Engine. The product referenced on this slide represents a global mapping of surface water and surface water change produced using Google Earth Engine. 

These are exciting times to work with and model geospatial data. 



https://global-surface-water.appspot.com/
https://www.youtube.com/watch?v=KqyKXUMPHg8


This is the end of this lecture module. 

Please return to the West Virginia View 
Webpage for additional content. 
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Presenter Notes
Presentation Notes
Thanks! Hope you found this useful. 
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