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Statistical Inference
Methods in Open Science

Presenter Notes
Presentation Notes
This module provides an introduction to the process and use of statistical inference to test hypotheses. Multiple courses could be devoted to the study and application of statistical methods. My goal here is just to provide a broad overview and focus on how key techniques are used by data scientists. Instead of focusing on the math, we will focus on what specific tests are used for, how they are conducted, how they are interpreted, and what assumptions must be met for the test to be valid or not misleading. Implementation of statistical tests in software is explored in the Python and R material. In Python, we will make use of SciPy. In R, we will explore a variety of packages. 
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Book Recommendation

Frost, J., 2020. Hypothesis testing: An 
intuitive guide for making data driven 
decisions. Statistics by Jim Publishing.

https://statisticsbyjim.com/

Presenter Notes
Presentation Notes
This text by Jim Frost is a great resource on hypothesis testing. It is a very practical text focused on statistical thinking and how to properly use and interpret statistical tests. If you have an interest in statistical inference and hypothesis testing, I highly recommend this book. 

https://statisticsbyjim.com/


Statistical Inference
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Presenter Notes
Presentation Notes
Let’s now step through the process of statistical inference and explore why statistical inference is necessary. 



 Population = the entire set of things you are interested in

 Sample = a subset of the population that you measure/study
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Population vs. Samples

Presenter Notes
Presentation Notes
When performing a study, we are commonly interested in understanding something about a population. For example, in assessing the effectiveness of a new drug to treat high blood pressure, the population of interest would be all individuals that suffer from high blood pressure. However, it is not possible to administer the new drug to every individual with the disorder in order to assess if it effectively lowers blood pressure. As another example, we may be interested in assessing factors that increase the susceptibility of a specific species of tree occurring in a region to a specific disease or blight. In this case, the population would be every tree of that specific species within the defined geographic extent. Again, not all of these individual trees could be studied. 

Since we cannot observe or measure every individual in the population of interest, it is necessary to select a subset of the population to study. This subset is known as a sample. Statistical methods grew out of the need to study a population using a limited sample from a larger population. Thus, the field of statistics grew from a very practical problem: we want to determine whether some type of treatment, such as a new drug, will cause an effect, such as lower blood pressure, in a specific population. Since it is not possible to study every individual in the entire population, we need to be able to make an inference with an estimated level of confidence from a subset of the population. 

One of the key considerations in statistics is how well the sample represents the population. If the sample is biased, skewed, or non-representative of the entire population, then the findings obtained from studying the sample may not hold or be misleading for the entire population, which defeats the purpose of performing a statistical test. 
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Sampling Methods

Stratified
Random 

Systematic/
Regular 

Simple 
Random 

Clustered 
Random

Presenter Notes
Presentation Notes
How can we collect a sample from a larger population that is representative of the entire population and is not biased? This is generally accomplished using some form of randomized approach. For example, if your goal is to assess the quality of products being produced at a factory, it would not be possible to test every product created. Instead, you would need to sample products. If you tested the first 10 products produced each day, this may not be representative of the true quality. Maybe mistakes are more common later in the day as the equipment heats up or the workers become tired. So, it would make more sense to randomly select products throughout the entire workday.

There are different sampling routines that can be applied to generate a sample from a larger population. Simple random sampling is purely random. For example, if the goal was to collect a sample from all the students in a large lecture hall with 250 seats, you could place each student’s name in a hat then randomly draw a desired number of names. Systematic sampling or regular sampling is collecting data on a regular interval. For example, the student sitting in every 10th seat could be selected. 

A stratified random sample means to stratify based on some grouping variable. For example, if the lecture course was attended by students from all academic years, you could randomly select 15 students from each academic year by placing names in four separate hats, one for each academic year, then drawing the desired number of names from each hat. 

It is not always possible or practical to collect a purely random sample. For example, if your goal is to study all the forest stands in a state, randomly selecting stands of forest across a full state would mean that you would have to travel to, collect data in, and obtain permission to access all of these sites. This  may simply be too time intensive, expensive, and/or infeasible. Some areas my be too remote or rugged to access. Some sites may be on private land on which the owner will not permit access. In such situations, it is common to employ clustered random sampling in which locations can be determined beforehand that can be accessed then random point locations can be selected within these clusters. Although not optimal, this does provide a more practical means to collect data. 

In the real world, collecting a truly random and unbiased sample from a population may be very difficult due to time, cost, access, or other practical considerations. Thus, it is important to clearly document any limitations in the sampling methods so that the findings are clear and reproduceable. Researchers and scientists struggle to obtain a truly unbiased sample because the world is inherently complex. This is one reason we have laboratories, as they offer more controlled environments to perform experiments and control variables. Coming to grips with uncertainty and limitations is a key part of doing science and data analysis. 



You want to know something 
about a population

However, you can’t measure 
every member of a population

So, you take a representative 
sample

Measures made on the sample 
are used to test some hypothesis 
about a certain characteristic of 
the population with a certain 
level of confidence
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Statistical Tests

Statistics may allow us to infer something about 
the population from a sample drawn from it. 

Presenter Notes
Presentation Notes
The general workflow of performing a statistical test is to first determine what effect you want to assess within a defined population. It is key that your population is clearly defined. Once this population is defined, it is likely that you will not be able to measure every individual, so you must collect a subset of individuals to study. This could be a subset of people, products, turtles, images, counties, etc. The sampling unit and defined population will vary based on the problem of interest. In order to draw conclusions about the larger population from your sample, it is important that the sample is unbiased and representative of the population. Again, there are some practical limitations to being able to collect a large number of randomized samples, so methods and limitations should be clearly documented. 

You can then measure each individual in the unbiased sample and use an appropriate statistical test to assess for an effect. If the sample is unbiased, you can then make an inference about the population with a certain level of confidence. 

For example, your hypothesis may be that more engine cylinders will result in lower fuel efficiency. So, in this case your entire population is all vehicle models. You would then need to draw a sample of vehicles that is unbiased and representative of all vehicles. Next, you would need to measure or look up reported fuel efficiencies. Once these data are collected, you can then perform a statistical test to compare the means of multiple groups (e.g., a One-Way ANOVA). Based on the results of this test, you can make an inference with a reported level of confidence about the impact of number of cylinders on fuel efficiency for the entire population based on your sample.

In short, the point of statistical inference is to allow us to infer something about the population from a sample drawn from it. 



Null Hypothesis (H0) = there is no 
statistical significance or difference 
(no effect exists)

Alternative Hypothesis (Ha) = there is 
statistical significance or difference 
(effect exists)

If the statistical test does not show 
statistical significance, we fail to 
reject the null hypothesis.

This is different than proving the 
alternative hypothesis is true!
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Null and Alternative Hypothesis

“Innocent until proven 
guilty” 

Enough evidence (i.e., 
statistical significance) 
must be presented to take 
action (i.e., accept the 
alternative hypothesis) or 
punish the defendant 

You don’t prove a 
defendant's innocence; you 
fail to provide enough 
evidence to reject their 
innocence

Presenter Notes
Presentation Notes
The language used in hypothesis testing can be a bit confusing, so we will take some time to step through key terminology and practices here. 

Specific hypothesis tests are used to assess two mutually exclusive, or non-overlapping, hypotheses. The null hypothesis states that there is no effect or statistical differences. For the fuel efficiency example, the null hypothesis would be that there is no difference in mean fuel efficiency between vehicles with different numbers of cylinders. In contrast, the alternative hypothesis suggests that there is statistical significance or difference. In our example, the alternative hypothesis would be that not all means of groups of vehicles with the same number of cylinders are the same. The null hypothesis suggests that no effect exists (the number of cylinders does not impact fuel efficiency). In contrast, the alternative hypothesis suggest that an effect does exists (the number of cylinders does impact fuel efficiency). 

Another important point is that we are attempting to infer something about the population from the sample. So, the hypothesis test is meant to assess for an effect in a population given the data available as a sample with a certain level of confidence. We will discuss what factors impact the level of confidence in later slides. 

A valid statistical test yields one of two results: (1) if the result is not statistically significant, we fail to reject the null hypothesis; (2) if the result is statistically significant, we reject the null hypothesis. Note that the result is stated relative to the null hypothesis as opposed to the alternative hypothesis. This is because statistical inference is designed to differentiate these potential outcomes specifically. In other words, statistical tests are designed to test whether there is enough evidence to reject the null hypothesis as opposed to prove the alternative hypothesis. 

Although this language may seem overly complicated or that we are splitting hairs, this is very important. Rejecting the null hypothesis in favor of the alternative hypothesis is different from proving that the alternative hypothesis is true. We cannot prove an alternative hypothesis. This is one reason why it is generally frowned upon to use language such as “our study shows” or “our research proves” in scientific reports and articles. This goes against the core concepts of statistical inference and the scientific method more generally. Instead, we tend to use language such as “our study suggests” or “our research supports.”

I like to think of hypothesis tests in the context of legal verdicts. In a court case, the defendant is innocent until proven guilty. Enough evidence must be presented in order to reject the null hypothesis of innocence and accept the alternative hypothesis of guilt. Note that this is different from proving a defendant’s innocence. Part of the distinction here is that accepting the alternative hypothesis implies that some action should be taken to punish the defendant. In other words, the severity of rejecting the null hypothesis or favoring the alternative hypothesis of guilt carries more weight than failing to reject the null hypothesis of innocence. This imbalance in the severity of the action resulting from the decision is important. 

If you find this terminology confusing, you are not alone. I have also struggled with this. However, it is important that we report the results of statistical inference correctly so that they are not misleading or inaccurate. This is part of the reason for the need for such specific language. 



How much evidence is needed is 
specified using a significance level or
α = probability of finding an effect 
when there isn’t one 

p-value = measure of the strength of 
the evidence against the null 
hypothesis

When p-value <= α, reject the null 
(suggest effect exists in population)

When p-value > α, fail to reject the 
null (not enough evidence to 
conclude that an effect exists, not the 
same as saying no effect exists)
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Statistical Significance

How much evidence is needed to 
reject the null hypothesis?

Depends on:
1. How confident you want to be in the 

result
2. The strength of the effect or signal 

relative to the noise (variability)
3. The size of the sample from the 

population

Presenter Notes
Presentation Notes
How much evidence is needed to reject the null hypothesis? This depends on several factors. First, being more confident in your conclusion to reject the null hypothesis requires more evidence. A stronger effect is generally easier to detect and requires less evidence. For example, if fuel efficiency varies greatly based on number of cylinders, then it will be easier to detect. In contrast, if the differences are more subtle, then this effect may be more difficult to detect. This is also impacted by the inherent variability or noise in the data. More variability in the data generally means that an effect is harder to detect. 

The concept of effect or signal and noise or variability is often equated to the concept of signal-to-noise ratio. Is there enough of a signal that it can be distinguished from the random background noise or variability?

The sample size also has an effect. It is generally easier to detect an effect if one exists within a larger sample size. In fact, increasing the sample size generally increases the likelihood of detecting an effect even if the signal is not strong and/or there is a lot of noise. If the sample size is very large, the test may yield a statistically significant result that is not practically meaningful. 

The amount of evidence needed to reject the null hypothesis depends on how confident you want or need to be in the result. This is generally defined based on a significance level or alpha, which is the probability of finding an effect when there isn’t one. For example, if your confidence level is set to 5%, a common choice, then there is a 5% chance of incorrectly finding an effect when one is not actually present. The acceptable level of finding an effect when there isn’t one will depend on the problem at hand. Generally, higher levels of confidence may require larger sample sizes, especially if there is a lot of noise or variability in the data or the effect or signal is small relative to the noise. 

Statistical tests allow for the calculation of a p-value, which is a measure of the strength of the evidence against the null hypothesis. If the p-value is smaller than the significance level or alpha, then the evidence suggests to reject the null hypothesis. In other words, there is enough evidence to reject the null hypothesis given the desired level of confidence, the sample size, and the strength of the effect relative to the noise or variability in the data. 

If the p-value is larger than the significance level, then the evidence suggests to fail to reject the null hypothesis. In other words, there is not enough evidence to reject the null hypothesis given the desired confidence level, the sample size, and the strength of the effect relative to the noise or variability in the data. Again, this is different from proving the alternative hypothesis correct. 
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Steps in Conducting a Hypothesis Test

1. Determine what effect you are  
interested in detecting

2. Define the population for which you 
want to make an inference about the 
proposed effect

3. Draw a representative sample from 
the population 

4. Collect the required data for each 
individual in the sample

5. Perform a statistical test to obtain a 
test statistic

6. Compare obtained test statistic to 
a distribution 

7. Obtain a p-value

8. Compare p-value to pre-
determined α

9. Assess validity of test based on 
assumptions

10. Report findings

Presenter Notes
Presentation Notes
This slide outlines the general steps in conducting a hypothesis test. Before moving on, I want to make a few points. 

First, your goal is to make an inference about a population from your sample that takes into account a desired level of confidence that is impacted by the sample size, strength of the effect, and inherent level of noise or variability. You are not making an inference about the sample. So, in order to reach this goal, you need to clearly define the effect you are investigating, in the form of mutually exclusive null and alternative hypotheses, and the population to which the inference will be made. Without these considerations clearly defined, your experiment or analysis may be flawed for fail to investigate the phenomenon of interest. 

In order to make an inference about the population, it is important that the sample be unbiased and representative of the population, or the results may be misleading.

Many statistical tests require the calculation of a test statistic, such as a T-Value or F-Value, that is then compared to a distribution. Different tests use different distributions. The reason why distributions are used is that we need to be able to model the inherent variability in the population relative to the sample. Since we don’t really know the distribution of the measures for the entire population, they must be modeled based on a theoretical distribution. 

Another important point is that the alpha or significance level should be determined prior to performing the test. If you obtain a p-value then decide to lower or raise the confidence level to obtain the desired result (i.e., reject the null hypothesis), then you are augmenting your experiment to fit your needs, which is unethical. 

Statistical tests have assumptions that may invalidate the results if they are not met. We will talk about assumptions for specific tests later in this module. It is generally important to assess assumptions to make sure your results can be trusted. 

Lastly, you should report your results using statistically accurate terminology. For example, for the fuel efficiency example if you fail to reject the null hypothesis you could say: “A p-value of 0.41 was obtained, which suggest failure to reject the null hypothesis that the means are not different between vehicles with different numbers of engine cylinders at a 0.05 significance level.” If you reject the null hypothesis, you could state: “A p-value of 0.003 was obtained, which suggest a rejection of the null hypothesis that the means are not different between vehicles with different numbers of cylinders at a 0.05 confidence level in favor of the alternative hypothesis that at least two of the means are different.”



Goal is to estimate a population parameter (e.g., population mean)
Population parameter is unknown

Draw representative sample from the population to obtain a sample statistic (e.g., 
the sample mean)

The sample statistic will not exactly approximate the population parameter

Confidence Interval (CI) = range of values that the population parameter will likely 
fall within based on the sample statistic, sampling error, and a defined level of 
confidence
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Confidence Intervals

Confidence Interval depends on:
Sample size
Variability
Level of confidence desired

Presenter Notes
Presentation Notes
There is a relationship between the confidence interval and significance level or alpha. A 95% or 0.95 confidence interval is equivalent to an alpha of 0.05. In other words, the confidence interval is equal to 1 minus alpha.

In terms of statistical significance, if the p-value is less than the pre-defined alpha level then you reject the null hypothesis. Similarly, if the range of values at the desired confidence level does not include the value associated with the null hypothesis, then you reject the null hypothesis. For example, if you are assessing if two means are different, the confidence interval must exclude a value of zero (i.e., no difference) in order to reject the null hypothesis at the given significance level or alpha.  
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Confidence Intervals

For a statistical test: 

CI = 1 - α

If test is statistically significant:
 p-value is smaller than the α = reject the null hypothesis
 CI excludes the value associated with the null hypothesis 

Presenter Notes
Presentation Notes
There is a relationship between the confidence interval and significance level or alpha. A 95% or 0.95 confidence interval is equivalent to an alpha of 0.05. In other words, the confidence interval is equal to 1 minus alpha.

In terms of statistical significance, if the p-value is less than the pre-defined alpha level then you reject the null hypothesis. Similarly, if the range of values at the desired confidence level does not include the value associated with the null hypothesis, then you reject the null hypothesis. For example, if you are assessing if two means are different, the confidence interval must exclude a value of zero (i.e., no difference) in order to reject the null hypothesis at the given significance level or alpha.  



Example from: 
https://r-graph-
gallery.com/84-tukey-
test.html
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Graphical Explanations

Presenter Notes
Presentation Notes
Here is an example taken from the provided website in which pairs of groups are being compared to determine if their means are different. This is a post-hoc pairwise test, which we will discuss later in the module. At the 95% confidence level, if the range of values includes zero then we fail to reject the null hypothesis that the difference between the group means is zero. So, in this example, you would fail to reject the null hypothesis for Group C and A and Group D and B since the confidence interval contains zero. For all other pairs, you would reject the null hypothesis. 

https://r-graph-gallery.com/84-tukey-test.html


Only statistically significant results 
published

Pressure to publish

“p-hacking”

Cherry picking results

Experiments not reproduceable

No incentive to replicate experiments

Selecting a significance level

Oversimplifying results
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Concerns with the p-value

Wasserstein, R.L. and Lazar, N.A., 2016. The ASA 
statement on p-values: context, process, and purpose. The 
American Statistician, 70(2), pp.129-133.

Presenter Notes
Presentation Notes
It is common in scientific studies to set a significance level, such as 0.05, as a hard cutoff to determine whether the results are statistically significant. However, this practice has come under scrutiny. 

Academic journals generally aim to publish results that are statistically significant. Since many researchers must publish their work in order to keep their jobs, get promotions, and be able to competitively pursue grant funding, this leads to a desire and need to obtain statistically significant results. Researchers under pressure may be tempted to cherry pick results that are statistically significant or allow for obtaining a statistically significant p-value. This is known as p-hacking. 

Further, the use of a single p-value to determine whether an effect exits, or results are statistically significant, was not intended by the originators of statistical inference. Instead, this was only meant to serve as a single piece of evidence. Repeated experimentation and replication of other researchers’ experiments are meant to further support, or potentially refute, results. Unfortunately, there is no incentive for researchers to replicate their own work or replicate the experiments of other researchers. This is because researchers are encouraged to investigate new problems, and journals do not generally publish replications of existing experiments. 

In short, there are some systematic issue in how modern research is conducted, how likely it is for research to be published, and how researchers and professionals are rewarded or evaluated. The phenomenon of p-hacking is one component of this issue. 

I have several opinions relating to these issue; however, these are just my opinions and others may disagree. First, I feel that the statistical significance of results should not be considered when a decision is made to publish a paper. This leads to a bias in the literature and the state of knowledge. This bias is counter to the process of experimentation and statistical inference. More broadly, it is counter to the scientific method. Instead, the quality and soundness of the works and methods used should be of highest concern. I also think there should be more incentive to replicate results. The publishing of data and research code and the adoption of reproduceable scientific methods is key to replication and transparency. 

In regards to p-values specifically, I feel that they do have value. However, I think the magnitude of the p-value is of more importance than whether it is higher or lower than some arbitrary cut-off. For example, a p-value of 0.00001 and a p-value of 0.045 both would yield a decision to reject the null hypothesis at an alpha of 0.05. However, the much lower p-value suggests a potentially much stronger effect than the one closer to the arbitrarily defined significance threshold. Obtained p-values are just one piece of evidence that can be considered in assessing data and reporting results. A well-designed, reproduceable experiment, associated, thoughtful evaluation and reporting are more important than if a single p-value is higher or lower than a threshold.  Again, this is just my opinion.



Parametric = assumes data from 
population follow a specified 
probability distribution

Nonparametric = does not assume data 
from population follow a specified 
probability distribution 

This does not imply that nonparametric 
tests don’t have assumptions!
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Parametric vs. Nonparametric

For Example:

T-Test
Parametric test to compare the means 

of two groups
Assumes a normal distribution of the 

measure of interest in population

Mann-Whitney Test
Nonparametric test to compare the 

medians of two groups
Does not assume a normal distribution 

of the measure of interest

Presenter Notes
Presentation Notes
Before moving on to discuss some specific statistical tests, I want to comment on the difference between parametric and nonparametric tests. Parametric tests have distribution assumptions, such as assuming that the data are normally distributed. In contrast, nonparametric tests do not have distribution assumptions or do not assume that the data are normally distributed. 

As a specific example, a T-Test is a parametric test that is used to compare the means of two groups. In this test, the variable of interest is assumed to be normally distributed in the population. In contrast, the nonparametric Mann-Whitney Test compares the medians of two groups, as an alternative measure of central tendency, and does not assume the measure of interest is normally distributed.

Practically, if the assumption of normality is not met then a parametric test may not be appropriate, or the results may be misleading. In such as case, the Mann-Whitney Test may be more appropriate. 

There are a few important caveats. First, some tests are robust to the assumption of normality if the sample size is sufficiently large. We will discuss this for specific tests later in this module. Second, nonparametric tests are not assumption-free; they just do not have distribution assumptions. 
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Example Distributions

Presenter Notes
Presentation Notes
Different statistical tests use different distributions to compare the obtained sample statistic. For example, a T-Test uses the T-Distribution, the F-Test uses the F-Distribution, and the Chi-Square Test using the Chi-Square Distribution. Further, these distributions are not one specific distribution; instead, distributions vary based on some characteristics of the analysis, notably the degrees of freedom. For example, the T-Distribution varies based on the number of samples while the F-Distribution varies based on the number of samples and the number of different groups being compared. The Chi-Square distribution depends on the number of levels in each of the two categories being compared. 

Once a test statistic is obtained, it must be compared to the appropriate distribution in order to determine the associated p-value, which is then compared to the pre-determined significance level or alpha. 

Why is it necessary to use these theoretical distributions? Again, this arises from the fact that we do not know the true distribution or natural variability within the population. So, we must compare the results obtained from the sample to a theoretical distribution that represents a population. Using such distributions in this manner is one of the key characteristics of statistical inference. Some distribution assumptions are made in order to make an inference about a population from a sample when the population parameter is unknown, or this arises from the inability to measure every member of the population. 



 False Positive = Type I Error = 
Suggests an effect exists when 
one does not

 False Negative = Type II Error = 
Suggests an effect does not exist 
when one does
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Type I and Type II Error

Test Rejects
Null

Test Fails to 
Reject the 

Null

Null is True False 
Positive No Effect

Null is False Effect Exists False 
Negative

 Probability of making a Type I Error = α = significance level

 Probability of making a Type II Error = β

Presenter Notes
Presentation Notes
When performing statistical tests, four outcomes are possible when comparing the results of the statistical test to the actual effect in the population. Again, we don’t generally know the true effect within the population, so we describe the likelihood of making certain types of errors or obtaining incorrect results. 

The following four outcomes are possible.

Suggest an effect is present when one is present
Suggest an effect is not present when one is not present
Suggest an effect exists when one does not
Suggest an effect does not exist when one does

Of these possible outcome, the first two would represent correct inferences and the second two would represent incorrect inferences about the population. 

Suggesting that an effect exists when one does not is a False Positive or Type I Error. When performing a statistical test, the probability of making a Type I Error is equivalent to the significance level (i.e., alpha). So, at a 95% confidence level if the null hypothesis is rejected, we can say that there is less than a 5% chance that we rejected the null hypothesis when it was true or there was no effect. 

A Type II Error is a False Negative: you suggest that an effect does not exist when one does. The probability of making this type of error is known as beta. 

One important consideration is that the seriousness of making a Type I vs. making a Type II error is often not the same. For example, for a medical test that detects a specific cancer, a False Negative or Type II Error (i.e., suggesting the patient does not have cancer when they does) is likely more serious than a False Positive or Type I Error (i.e., suggesting the patient has cancer when they do not). 

The relative severity of Type I and Type II errors may impact the significance level chosen and the interpretation of the hypothesis test. For example, if a False Negative is deemed to be more serious, you may choose to lower the significance level threshold. Or it would be better to be less confident in suggesting that a patient has cancer when they do in order to reduce the number of times a test yields a False Negative. There is often a trade off between Type I and Type II error. 



Probability of correctly detecting an effect 

1 – Type II Error Rate (β)

The statistical power of a hypothesis test 
depends on:
Sample Size
Variability in the Population
Effect Size
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Statistical Power

 For a specific statistical test, given 
the anticipated effect size and desired 
significance level and power, what is 
the number of required samples? 

Presenter Notes
Presentation Notes
Related to Type I and Type II error, statistical power is the probability of correctly detecting an effect, equivalent to one minus beta (i.e., 1 minus the Type II Error Rate). Statistical power is impacted by the sample size, the variability in the population, and the effect size. Generally, statistical power increases with larger sample sizes and larger effect sizes while decreasing with the variability in the population. In other words, we generally have a higher probability of correctly detecting an effect if the signal is large relative to the noise and our results are based on a large sample.

There are methods available to assess statistical power based on sample size, variability, and effect size. This generally requires an estimate of the effect size and variability. Again, we don’t know the actual population variability. With these assumptions of effect size and population variability, it is possible to estimate a required sample size to obtain the desired level of statistical power. This is one key component of designing an experiment. Having too small of a sample size can limit statistical power and make results less useful. 



Number of independent pieces of 
information included in calculation

Number of values that are free to vary

Example: If you are calculating the 
mean of a set of samples, if you know 
the mean and all values except one, 
you can determine the remaining value
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Degrees of Freedom

T-Test
df1 = n – 1

F-Test
df1 = k – 1
df2 = n – k
n = number of samples
k = number of groups
total df = df1 + df2

Chi-Square Test
df = (r-1)(c-1)
r = number of rows
c = number of columns

Presenter Notes
Presentation Notes
Lastly, I wanted to briefly discuss the concept of degrees of freedom since this comes up a lot when we are discussing statistical tests. 

Degrees of freedom is the number of independent pieces of information included in a calculation. The key word here is independent. For example, if you know your mean test score in a course then you can determine a missing test score if you know all other exam scores. So, one of the test scores is not free to vary because only a specific test score would yield the obtained mean if all other test scores are held constant. 

In short, degrees of freedom takes into account how many pieces of information can vary in an analysis and is an important component of many statistical tests. For example, degrees of freedom are important for determining the correct T-, F-, or Chi-Square distribution for a specific experiment. The T-Test degrees of freedom is the number of samples minus 1. Or, if we know the mean and all sample values, the remaining sample value is not free to vary. An F-Test has two degrees of freedom that are based on the number of groups being compared and the number of total samples. The degrees of freedom for a Chi-Square test depend on the number of levels in the two categories being compared.

The mathematics behind the concept of degrees of freedom are outside the scope of this course but would be covered in a more advanced statistics course. 



 Statistic inference was developed to allow for the investigation of a population using a sample from 
the population. 

 Sample must be randomized and unbiased. 

 Statistical inference allows for hypothesis testing for mutually exclusive null and alternative 
hypotheses. 

 Statistical tests yield a test statistic that is compared to a distribution for a p-value. The p-value is 
then compared to a threshold to determine if results are statistically significant relative to a pre-
determined significance level. 

 The use of p-values and comparison to a signifance threshold have come under scrutiny and some 
valid concerns have been raised. 

A confidence interval can be calculated based on the sample size, the effect size relative to the 
inference variability in the population, and the desired confidence level. 

 Statistical inference errors: Type I and Type II error. Statistical power relates to the likelihood of 
making a Type II error. 

 Parametric tests have distribution assumptions. If assumptions are not valid, the results may be 
incorrect or misleading. 
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Summary of Key Points: Statistical Inference



Example Statistical Tests
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Presenter Notes
Presentation Notes
Now that we have discussed the key concepts associated with statistical inference, we will move on to explore some common statistical tests. Again, our focus will be understanding what these tests are for, how they are implemented, how they are interpreted, and assumptions that must be met for the results to be valid and not misleading. 



Purpose = Infer whether a population mean 
equals a hypothesized mean

Ho (Population mean = hypothesized mean)

H1 (Population mean ≠ hypothesized mean)

Assumptions
1. Representative, random sample
2. Continuous data
3. Sample data normally distributed or more than 

20 observations
4. Observations are independent

21

1-Sample T-Test

t = x̄ − µ0
𝑠𝑠/√𝑛𝑛

x̄ = sample mean
µ0 = mean comparing sample to
s = standard deviation of sample
n = sample size

Noise

Signal

Presenter Notes
Presentation Notes
A 1-Sample T-Test is used to assess if the mean of a population is equal to a hypothesized mean. For example, you could assess whether the change in blood pressure for individuals with high blood pressure is equal to zero (no change) after taking a medication. However, the hypothesized mean does not need to be zero; it can be any value to which you want to compare the population mean. 

The null hypothesis is that the population mean is equal to the hypothesized mean while the alternative hypothesis is that the population mean is not equal to the hypothesized mean. Note that the null and alternative hypotheses are stated relative to the population mean as opposed to the sample mean since our goal is to make an inference about the population from the sample.

The obtained T-Value is compared to a T-Distribution with the correct degrees of freedom (the number of samples minus one) in order to obtain a p-value. If the p-value is lower than the desired significance level or alpha, then the results suggest to reject the null hypothesis that the population mean is equal to the hypothesized mean in favor of the alternative hypothesis that the mean is not equal to the hypothesized mean. If the p-value is larger than alpha, we fail to reject the null hypothesis that the population mean is equal to the hypothesized mean. 

The T-Test is a good example of the conceptualization of a statistical test as a tool to distinguish a signal from inherent noise. The numerator can the thought of as the signal; in this case, it is the difference between the sample mean and the hypothesized mean. The denominator can be thought of as the noise: it is the standard deviation divided by the number of samples. A larger standard deviation results in a larger noise component, which means that a stronger signal or effect must be present for it to be distinguished from the noise. 

The T-Test is a parametric test with several assumptions. First, it assumes that the sample is representative of the population. Without an unbiased sample, making an inference about the population from the sample can be misleading. The quantity being investigated must be numeric or continuous as opposed to nominal or ordinal. It is also assumed that the quantity of interest is normally distributed unless the sample size is larger then 20. When the sample size is larger than 20, this assumption can be violated without invalidating the results. 



Purpose = Infer whether population means of 
two groups are different

Ho (Group 1 mean = Group 2 mean)

H1 (Group 1 mean ≠ Group 2 mean)

Assumptions
1. Representative, random sample
2. Continuous data
3. Sample data normally distributed or more than 20 

observations
4. Observations are independent
5. Correct formula used depends on whether group 

variances are equal
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2-Sample T-Test

t = x̄1 −x̄2
𝑠𝑠𝑝𝑝√

1
𝑛𝑛1
+ 1
𝑛𝑛2

t = x̄1 −x̄2
√𝑠𝑠

21

𝑛𝑛1
+𝑠𝑠
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𝑛𝑛2

x̄ = sample means
s = standard deviation of sample
s2 = variance of sample
n = sample size

If variance of two 
groups is equal

If group variances 
are different

Presenter Notes
Presentation Notes
In contrast to a 1-Sample T-Test, a 2-Sample T-Test is used to compare the population means of two groups as opposed to the population mean of a single group to a hypothetical mean. The null hypothesis is that the population means of the two groups are equal while the alternative hypothesis is that the two population group means are not equal. 

The test will yield a T-Value that is compared to the appropriate T-Distribution based on degrees of freedom. If the p-value is lower than alpha, you reject the null hypothesis that the population group means are equal in favor of the alternative hypothesis that they are not equal. If the p-value is larger than alpha, you fail to reject the null hypothesis that the population group means are equal. As an example, a T-Test could be used to assess whether the mean fuel efficiency of vehicles with 8-cylinder engines is different from that of vehicles with 4-cylinder engines. 

The numerator or signal is simply the difference between the means. If the variance of the two groups is equal, a pooled measure of variance is used in the denominator to represent the noise. This is the top equation on the slide. If the group variances are different, than the bottom equation is used. 

A 2-Sample T-Test has the same assumptions as a 1-Sample T-Test with the added concern that the correct formula must be selected based on if the variance of the two groups is equal. The normality assumption is not an issue if more than 20 sample data points are collected. 



Purpose = Infer whether population means are different for two 
measurements collected on dependent samples

Ho (Mean difference between paired measures = 0)

H1 (Mean difference between paired measures ≠ 0)

Assumptions
1. Representative, random sample
2. Continuous data
3. Sample data normally distributed or more than 15 observations per group
4. Groups are independent
5. Sample pairs are dependent

23

Paired T-Test

Presenter Notes
Presentation Notes
A Two-Sample T-Test is used when the samples across groups are independent. In contrast, a Paired T-Test is used when sample pairs are not independent. For example, a Paired T-Test would be appropriate when a measure is being compared for a set of patients before and after a drug is administered. In this case, a single patient will be represented as a dependent before-and-after sample pair. 



Use resulting T-Value and T-
Distribution to determine p-value

Compare p-value to α

When p-value <= α, reject the null 

When p-value > α, fail to reject the 
null

Two-Tailed = Just assessing 
difference in means

One-Tailed = Assessing specific 
direction, larger or smaller mean

24

T-Test Interpretation

Presenter Notes
Presentation Notes
This slide highlights the interpretation of a T-Test. Note the use of the T-Distribution, which will vary based on sample size or degrees of freedom.

Another distinction that can be made is if you are assessing whether means are different or whether one group has a mean that is specifically larger or smaller than the other group. A two-tailed test, which is generally the default, is just assessing for difference; it is not assessing for the direction of the difference. In contrast, a one-tailed T-Test assesses whether the population mean of one group is specifically higher or lower than that of the other group. 

The choice of one- vs. two-tailed tests depends on the question being investigated. Again, if you are only interested in assessing for a difference, a two-tailed test is appropriate. However, if you are assessing if one population group mean is higher or lower than the other, then a one-tailed test is appropriate. If you are in doubt, it is generally recommended to use a two-tailed test.  
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Example Data: Seeds

Presenter Notes
Presentation Notes
This slide represents the results for Two-Sample T-Tests. In the box plot and results on the left, the kernel width of the Kama and Rosa wheat varieties are compared while on the left the compactness of these varieties is compared. Only two of the three varieties can be compared using the T-Test since this test does not allow for comparing the means of more than two groups. 

Based on the box plot for the kernel width comparison, it appears as if the mean kernel width of the two groups is different. This is confirmed by the statistical test in which a p-value of less than 2.2e-16 is obtained. This suggests that the null hypothesis should be rejected in favor of the alternative hypothesis that the kernel widths between the two groups are different. Note also that the confidence interval does not include zero, which again indicates that there is sufficient evidence to reject the null hypothesis. 

For the comparison of compactness, we see less of a difference between the groups based on the box plots. This is confirmed by a p-value of 0.20, which suggests that we fail to reject the null hypothesis that the means are different. Also, note that the confidence interval includes zero. 



Nonparametric alternative to 2-Sample T-Test

Compare medians of two groups

Based on rank order of data

Does not assume normal distribution 

Assumptions = groups are independent; 
response is ordinal, interval, or ratio; similar 
variance between groups

Lower statistical power than 2-Sample T-Test

More robust to outliers

Good choice when median is a better measure 
than mean

Wilcoxon Test for 1-Sample T-Test

26

Mann-Whitney Test

Ho (Group 1 median = Group 2 median)

H1 (Group 1 median ≠ Group 2 median)

Presenter Notes
Presentation Notes
The nonparametric alternative to the Two-Sampled T-Test is the Mann-Whitney Test while the alternative for the 1-Sample T-Test is the Wilcoxon Test. These tests rely on ranks and assess the population medians as opposed to means. They are nonparametric because they do not assume the quantity being compared is normally distributed. 

It is important to note that, although normality is not assumed, there are some assumptions. For example, the Mann-Whitney Test assumes that the groups are independent; the variable being compared is of the ordinal, interval, or ratio measurement level; and that the variance between groups is similar. 

When might you chose to use these nonparametric alternatives as opposed to the parametric methods? First, you may choose the nonparametric options if you have a small sample size, the variable of interest is not normally distributed, or the distribution of the quantity of interest is far from normal. The nonparametric tests tend to be more robust to outliers, so this is another consideration. Lastly, these nonparametric tests may be a better option if the median is a better measure of central tendency than the mean for the specific dataset or problem of interest. 

I often find it useful to calculate both the parametric and associated nonparametric tests then compare the results. If both results are statistically significant or not statistically significant, then this can add further support to your results. If the results are different, then you may have to more thoroughly scrutinize the data to determine which test is most valid. 
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Example Data: Seeds

Presenter Notes
Presentation Notes
These graphs show the Mann-Whitney results for the kernel width and compactness comparisons. These results support the Two-Sample T-Test results: statistical significance is observed for kernel width but not for compactness. 
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Chi-Square Test

Purpose = Infer whether there is a 
relationship between two categorical 
variables within a population of 
interest

Ho (No relationship between 
categorical variables)

H1 (Relationship between categorical 
variables does exist)

A B C D E F

1 # # # # # #
2 # # # # # #
3 # # # # # #
4 # # # # # #

Presenter Notes
Presentation Notes
The Chi-Square test is used to infer if there is a relationship between two categorical variables. It relies on a Chi-Square distribution with the appropriate degrees of freedom. The degrees of freedom is based on the number of levels in each of the two categorical variables included in the test. 

The null hypothesis is that no relationship exists between the categorical variables in the population. In other words, the label for Category 1 has no relationship or dependency with the label for Category 2.  The alternative hypothesis is that there is a relationship between the categorical variables in the population. 



Purpose = Infer whether at least two 
population group means are different 
when there are three or more groups

 Ho (All group means are equal)

H1 (Not all group means are equal)

Assumptions
1. Representative, random sample
2. Independent groups
3. Continuous dependent variable
4. Categorical independent variable
5. Sample data normally distributed or more 

than 15 or 20 observations per group
6. Equal variance between groups (Welch’s 

ANOVA)
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One-Way ANOVA

Presenter Notes
Presentation Notes
A Two-Sample T-Test can only be used to compare the means of two groups. If you have more than two groups, you can use One-Way Analysis of Variance (ANOVA). The null hypothesis for a One-Way ANOVA is that all population group means are equal. In contrast, the alternative hypothesis is that not all population group means are equal. Note that this test does not tell you which group means are different. A statistically significant result only suggests that at least two of the included groups have population means that are different. 

ANOVA has several assumptions. First, the sample must be representative of the population in order to obtain results that are not misleading or can be extrapolated to the population. The different groups should be independent of each other or the values in one group should not impact the values in any other group. The value being compared between groups should be a numeric variable while the groups are defined by a nominal variable. This is a parametric test that assumes the numeric variable being compared is normally distributed; however, this assumption can be relaxed if more than 15 or 20 samples are included per group. It is also assumed that there is equal variance between the groups. However, if this is assumption is violated, the Welch’s ANOVA can be used. 
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F-Table

Source DF SS MS F-Value P-Value
Treatment

s
k-1 SST MST = SST/(k-1) F-Value = 

𝑀𝑀𝑀𝑀𝑀𝑀
𝑀𝑀𝑀𝑀𝑀𝑀

p-value based on F-Distribution with 
appropriate DFs and F-Value

Error n-k SSE MSE = SSE/(n-k)

Total n-k SS

 k = number of gr0ups
 n = number of samples
 SST = Sum of square difference between group 

means and the global mean where each group 
difference is multiplied by the sample size in that 
group 

 SSE = Sum of square differences between each 
sample and its group mean

 SS = Sum of square difference between each sample 
and global mean (SST + SSE)

F-Value = 𝑀𝑀𝑀𝑀𝑀𝑀
𝑀𝑀𝑀𝑀𝑀𝑀

Noise

Signal

Presenter Notes
Presentation Notes
This slide describes the F-Table and the calculation of the F-Value, which is used in the ANOVA test. 

Similar to the T-Value, the F-Value can be thought of as a measure of signal-to-noise. The calculations rely on comparing the differences in group means to the global group means, as a measure of signal, and the within-class variability, as the noise, based on the difference between each sample and its group mean. So, even though the goal is to compare group means, the assessment is based on characterization between-group and within-group variability. That is why this technique is known as analysis of variance. 

The difference between group means, or signal, is summarized using the sum of squares treatment. This is simply calculated as the square difference between group means and the global mean where each group difference is multiplied by the sample size in that group. This is then divided by the number of groups minus one to obtain the mean sum of squares treatment. The noise is characterized using the sum of squares error, which is calculated as sum of square differences between each sample and its group mean. The mean sum of squares error is then calculated by dividing the sum of squares error by the number of samples minus the number of groups. The F-Value is then calculated as the mean sum of squares treatment, signal, divided by the mean sum of squares error, noise. It should be noted that the terminology associated with the table is not used consistently, so you may see other labels for the treatment and error components of the variance. 

In order to obtain a p-value, the F-Value is compared to an appropriate F-Distribution defined by two different degrees of freedom: the number of groups minus one and the number of samples minus the number of groups. 

Another way to think about ANOVA is that the total amount of variance can be divided into two components: the variability between groups and the variability within groups. The signal, or variability between groups, must be large enough that it can be distinguished form the noise, the variability within groups. 
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Example Data: Seeds

Presenter Notes
Presentation Notes
These results expand upon the Two-Sample T-Test results described previously. I have added in the Canadian group since we can now compare more than two groups. Again, the box plot for the kernel width suggests that all three groups are different. In contrast, the box plots for compactness suggest that the Kama and Rosa varieties are not different while the Canadian variety is different from the other two. 

As described in the table, both experiments suggest statistical significance, or we reject the null hypothesis in favor of the alternative hypothesis that at least two of the population group means are different for the measure of interest: kernel width or compactness. 

Note that One-Way ANOVA does not indicate which means are different, only that at least two are different. 

Before we move on, I wanted to discuss the degrees of freedom. The sum of squares treatment, which in this case is associated with the “type” row, is 2. This is because the degrees of freedom for the treatment is equal to the number of groups, in this case 3 minus 1. The degrees of freedom for the sum of squares error is equal to the number of samples, in this case 210 (70 per group), minus the number of groups (3). 



One-Way ANOVA does not tell you which 
means are different

Multiple hypothesis tests increases chance 
of a false positive

Family error rate limited by significant 
level

Example: Tuckey’s Method
Adjusted p-values
Confidence intervals

32

Pair-Wise Comparison

Presenter Notes
Presentation Notes
As already noted, if One-Way ANOVA suggests statistical significance, it doesn’t indicate what groups are suggested to have different population means. Instead, it only tells you that at least two group means were suggested to be different. In order to determine what population group means are different, a post-hoc test can be performed. There are several options. Here, I demonstrate pair-wise comparison and Tuckey’s Method. 

There is one important issue here. Performing multiple hypothesis tests increases your likelihood of obtaining a false positive result or suggesting an effect exists when one does not (i.e., a Type I Error). So, the results must be adjusted to take this into account so that the family of hypothesis tests have a collective Type I Error rate that sums to the overall significance level, such as 0.05. How this is accomplished is beyond the scope of this course. However, it is important to be aware of this important issue. 
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Example Data: Seeds

Kernel Width Compactness

Presenter Notes
Presentation Notes
These graphs highlight the results of pair-wise comparisons associated with the One-Way ANOVA results discussed previously. Specifically, the confidence intervals are shown for each pair of groups. If the confidence interval includes zero, then this suggests that the groups are not different. In contrast, if the confidence interval does not include zero, this suggests difference. 

For the kernel width results, no confidence intervals include zero, which suggests that all groups are different. For the compactness, both Kama and Rosa are suggested to be different from Canadian. However, Kama and Rosa are not suggested to be different from each other. Generally, these results support the data summarization provided by the box plots presented above. 



Nonparametric alternative to One-Way 
ANOVA

Ho (All group medians are equal)

H1 (All group medians are not equal)

Generally lower statistical power than 
One-Way ANOVA

Pair-wise comparison to compare groups 
if fail to reject null

Assumptions
Representative, random samples
Independence between samples
Independence between groups
Dependent variable is ordinal, interval, 

or ratio
Independent variable is categorical
Similar variance between groups 34

Kruskal-Wallis

Presenter Notes
Presentation Notes
One-Way ANOVA is a parametric test. Its nonparametric equivalent is the Kruskal Wallis Tests, which is based on ranks and group medians. The null hypothesis is that all population group medians are equal while the alternative hypothesis is all population group medians are not equal (or, at least two population group medians are not equal).

Again, nonparametric tests still have assumptions, they just don’t assume that the measure being compared between groups is normally distributed. The slide lists the assumptions of the Kruskal-Wallis Test. 
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Example Data: Seeds

Presenter Notes
Presentation Notes
This slide presents the Kruskal-Wallis results for the Seeds data. These results reinforce those obtained using One-Way ANOVA with statistical differences observed. Like One-Way ANOVA, this does not tell us which groups are suggested to be different. In order to determine this, nonparametric pair-wise comparisons can be used. We will not discuss those methods here, but they are interpreted similar to Tuckey’s Method described above. Since Kruskal-Wallace is a nonparametric test, a nonparametric pair-wise test should be used as opposed to Tuckey’s Method, which is parametric, if difference in means is suggested. 
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Examples of Other Tests 

Use Test

One Mean to Reference 1-Sample T-Test

Mean of Two Groups 2-Sample T-Test; Paired T-Test; 
Compare CIs

Mean of More than Two Groups One-Way ANOVA

Compare Pairs of Groups after 
ANOVA

Tuckey’s Method; Dunnett’s 
Method; Hsu’s MCB

Standard Deviation to Reference 1-Sample Variance Test

Standard Deviation of Two Groups 2-Sample Variance Test

Correlation between Two 
Continuous Variables Pearson, Spearman, Kendall

Presence of Outliers Outlier Test

Medians Mann-Whitney Test

Homogeneity of Variance Levene Test; Bartlett Test

Normal Distribution Shapiro-Wilk Test

Temporal Autocorrelation Durbin-Watson Test

Spatial Autocorrelation Moran’s I

Use Test

One Proportion to a Reference 1-Proportions Test

Proportions of Two Groups 2-Proportions Test

One Rate to a Reference 1-Sample Poisson Rate Test

Rates for Two Gr0ups 2-Sample Poisson Rate Test

Do counts follow the Poisson 
Distribution? Poisson Goodness-of-Fit Test

Association between Two 
Categorical Variables Chi-Square Test

Do the proportions of values 
follow a hypothesized 
distribution

Chi-Square Goodness of Fit 
Test

Median, Ordinal, and Rank 
Data Mann-Whitney Test

Frost, J., 2020. Hypothesis 
testing: An intuitive guide for 
making data driven decisions. 
Statistics by Jim Publishing.

Presenter Notes
Presentation Notes
There are many other statistical tests designed for different use cases and to explore different hypotheses. The tables on this page were modified from Frost’s text and provide some example tests and their associated uses.

We don’t have space here to discuss additional tests. However, if you need to use other tests, I think you will find that the process of interpreting them is similar to the methods discussed here. First, you need to determine what test is most appropriate for assessing your hypothesis. You then need to prepare your data as input for the test, perform the test to obtain an index value, use the index value to obtain a p-value, and compare the p-value to a pre-defined significance level or alpha. Parametric tests will use a theoretical distribution based on degrees of freedom to obtain a p-value from the test statistic. 
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Statistical Inference via Bootstrapping

Repeated random sampling with 
replacement

Allows for creating multiple sub-samples 
from a single sample from the population

Minimizes the need to use theoretical 
data distributions

Can be computationally intensive 

https://commons.wikimedia.org/wiki/File:JM_marbles_01.jpg

Presenter Notes
Presentation Notes
Although we will not focus on this topic here, I did want to mention that bootsrapping can be used as an alternative means to undertake statistical inference. This involves generating multiple samples by random sampling the original sample from the population with replacement. This allows for characterizing the distribution of the data and minimizes the need for using theoretical data distributions to compare the sample to. Traditional statistical methods were developed when such methods were too computationally intensive. However, such repeated subsampling is generally not a problem for modern computers. 

In short, this is a powerful method to undertake statistical inference and offers and alternative to traditional methods. 

https://commons.wikimedia.org/wiki/File:JM_marbles_01.jpg


Various statistical tests are available to assess different types of hypotheses.

Tests can be conceptualized as assessing whether an effect or signal can be detected 
or differentiated from inherent noise. 

Parametric tests generally have nonparametric alternatives that can be used when 
distribution assumptions are violated. 

Assumptions of tests can be examined to assess whether results may be misleading. 
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Summary of Key Points



This is the end of this lecture module. 

Please return to the West Virginia View Webpage 
for additional content. 

Presenter Notes
Presentation Notes
Thanks! Hope you found this useful. 
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